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PART A
(Answer all questions; each question carries 3 marks)

hine leaming with suitabl

traditional prograrrmi

notes on classification and

Marks

at makes machine leaming        3

Is  principal  component  analysis  a  supervised  leaning  problem?  Justify  your        3
answer.
How  can  Naive  Bayes  classifier  using  Bayes'  Theorem  can  be  derived  and        3

oved  using  the  concepts  of  conditional  probability  and  the  law  of  total

probability?

Output.

Show th

ignificance of validation data duri

ith  4  inputs  has  the  weights  0.

ction is linear, f (x) = 2x* If the imp

a diagrani representing the neuron.

ate between Maximum Likeli

e function K(i a j) = (£

voting and the advantages

2 is a ke

in8 phase.

0.2,  0.5  and  bias   I.  The         3

are 4, 3, 5, 2, compute the

tion (MLE) and Maximum A        3

function.

ble method.

Explain any three different ways to measure the similarity while using k-means        3

clustering algorithm.

PART 8
nswer one fiull question firom each dule, each question carries 14 marks)

most specific and most              8

which   machine   leaming        6
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paradigm (Supervised, Unsupervised, or Reinforcement leaming) would be most

appropriate® Justify your answer for each case.

Scenario 1: An e{ommerce platform wants to group its products into categories

based on customer browsing and pur

Scenario 2: A self-driving car needs

ilo obeying traffic rules.

attems.

Cam how to navigate through city traffic

C dimension. Show that an axis

So

methods used to leam

the likelihood of a patient

dical  history  and  genetic

ctangle can shatter 4 points

a K class classification        6

Module -2

13    a)    Construct  a  linear  regression  model  to  predict  the  annual  home  insurance        8

remium based on the given data.

home that is 2000 square feet?

what would be the predicted premium for a

n square feet) 2200 2500 3000

e insurance premium (S) 1450 1600 1850.'B

Explain   various   dimensionality   re
reduction technique is important?

he first

the follo

splitting attribute for

g dataset.

tion   techniques.   Why   dimensionality

by using ID3 algorithm with

A2 A3

True Hot High No
True Hot High No
False Hot High Yes
False Cool Nomal Yes
False Cool Normal
True Cool High      : :No

Hot High
True Hot Normal

cool Normal
Cool High

> -:. .

Discuss logistic Regression. Write the f logistic regression
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Module -3

15    a)    Describe the basic outline of the backpropagation algorithm.

b)    Suppose there are three classifiers x, Y
three classifiers are as follows:  Clas

validation

b)  Describe t

(0,  1).  Which of these

-validation in machine le

working of a multilayer fe

Mo

ft-margin  SVM  with  n
and soft-margin SVM.

d z® The (FPR, TPR) measures of the        6
X:  (0,  0.9),  Classifier Y:  (0.5,  0.75),

e considered the best,  and

the different types of cross-      8

diagram. ifferentiate  between  hard-        8

b)    Derive the equation for margin between support vectors in SVM?

18    a)    Whatis akemel in SVM?Whydoweusekemels in SVM?

What is ``Kemel trick"? Explain different types of kernel functions.

two ensemble methods us

n data, compute two clust

cluster centers are (I,1)

ans algorithm for clustering       10

ute for two iterations.

x +i- 1.5 3 5 3.5

1 2 4 7 4.5

Illustrate

iven t

dendrogran

method.

91e linkage and Complet

ataset  {a, b, c, d, e}  and

nkage in h

by complete-linkage hierarc

rchical clustering.                         4

istance matrix, construct a       10

clustering using the agglomerative

a! b C d e

a 0 9 3 • 11

a 9 0 7 10

7 0

` 5 9

10 2


