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2              Explain Hyperbolic Tangent Activation Function.

3            Discuss any 3 practical applications ofNeural Networks.

methods to make an RNN

toencoders.

Answer any one full question firom each module, each carries 14 marks.

Module I

xplain softmax, LeakyRelu, and Har

pes of Regression Loss

ing  figures  hows  a

The  initial  weight  and

activation functions.

-forward  neural

es  of the  network  is
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given  in  the  table  below.  The  activation  function  used  is  the

sigmoid function. Let the leaming rate be 0.92.

X1 •x2 X3 Wl4 Wl5 W2 W25 W34 W35 W46 W56
b4 b5 b6

0 1 1 0.1 0.3 a -0 0.2 0.2 0.3 0.1 0.1

Calculate weight arid bias updation with the first

training sample (Xi

using backpropaga

algorithm.

b)   What is Bias and variance?

in Vanishing Gradient and Expl

e Dropout with Early Sto

ustrate the practical use cases o

of a specific application.

onstruct a convolutional network to

between  Maxpoolin

(4)

class label  1,

roblem.

discussing the work flow    (10)

onstrate the effect of zero padding            (4)

with  suitable     (6)



1000AIT401042501

diagram.

b)   Explain the architecture ofpretrained CNN Models.

Module IV

17    a}    ExplaintypesofRNN.

b)    Distinguish between Bi-adirectional RNN and LSTM.

ed Recurrent Unit.

(8)

19 a s of GAN.

b)   Give examples ofGAN.

How does a restricted Boltzman

OR

machine

Explain the architecture of Deep Belie

ork.

etworks.


