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Answer all questio

Explain the terms Rationality, Omnis

AS? Explain the PEAS des

Differenti between   uninformed

arries 3 marks.

Autonomous.

Duration: 3 Hours

automated taxi driver.

d   informed   search   strategies   in   an

Explain the terms a)Search b)Open Loop System c)Abstraction

Define Adversarial Search.

What are the components in a Constraint Satisfaction Problem? Illustrate with an

knowledge-based agent? H

Atomic and Complex

oes it work?

sentences

PART 8
arty one full question firom e

For the fol wing activities, give a PE
aracterize it in terns of the task envir

example.

each carries 14 marks.

fthe task environment and      (6)

a) Playing soccer.
b) Bidding on an item at an auction®

b)   Explain the structure and Goal-based agents and Utility-based agents with the
help of diagrams

b

analyze that Artificial Int

the four conceDts used in AI.

r applications of Alo

(8)

like a human? Elaborate     (10)

(4)



1cOOCST401112404

13     a)     Writethe standard formulation of8-puzzle problem.

b)    Explain any two real world problems with all components

OR

xplain the working of Depth Limited Search with an example.

compare the Breadth first
search evaluation strategies suc

mplexities.

Uniform cost search with the
completeness, optimality, space

Explain Arc-Consistency algorithm (AC-3) with example.

Back Tracking Search in CSPs with t

(7)

(7)

nimum Remaining value         -(7)

an example.

Module lv

17    a)    List any six differences between Forward & Backward chaining.

All people who are graduating are ha

people smile.
3. Someone is graduating.

18

ne smiling?„

(7)

(7)



1cOOCST401112404

b)    Explain Forward Chaining and Backward Chaining with example.

Module V

(7)

19    a)      What do you meant by Linear classification with logistic regression? Explain.                (10)

fine (a) Information Gain (b) Gini Index

Tree Learning Algorithm with the of an example.

(4)

ifferent ways to avoid overfittin
****


