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b)    Discuss the challenges involved in an NLP project.

OR

12    a)    Explain the different approaches to solve an NLP project

b)    How is classification done by  Support

(5)

(9)

ector Machine on linearly separable       (5)

Module I

13    a}    Explain any three different vectorization ap of word embeddings as a       (9)

pproaches. (5)

14    a)    Supposing that a set of social media posts' dataset is available to do sentiment      (14)

analysis. What pre-processing steps need to be done in order to use the data for

generating a language model? Illustrate.

15    a)    Analyze the general pipeline of lnformation Extraction process with the help       (9)

sentiment classification.

iven the following data about movi

"predicta

g andtheiruse inNaive       (5)

classification, classify             (9)

ble with no fun" to one of the classes usin Na.I.ve Bayes Class

Document Category

entirely predictable and lacks energy Negative

no surprises and very few lances Negative

•ust plain boring                           '  ' Negative

v e       owerfu I positive
E'..

positivethe most fun film of the suinmer
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b)    Describe logistic regression for text classiflcation.

Module IV

plain the Supervised Learning

for  relation analysis allong with their

(5)

and Lightly supervised Approach      (10)

s and cons.

b)     Illustrate  how would  a relational  analysis  system  accurately  extract  entities       (4)

With the p of a diagram explain t rchitectur

won  the  Nobel  Prize  in

in evaluated?

fan information retrieval       (8)

b)    Illustrate how term weighting  and document scoring is done  for indexing  in       (6)

information retrieval?

Modu

19a Explain the phases of a factoid questi nswering system a                                             (9)

the direct and transfer transl'ation techniques ofa machine translation       (5)

involved in machin

oncept of Mean Recipro Rank.


