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PART A

(Answer all questions; each question carries 3 marks)

Mention the methodology for implementing a K-class problem.

Illustrate the concept of VC dimension.

Mention the basic idea behind na.I.ve bayes classification algorithm

Differentiate between regression and classiflcation.

Explain the concept of bootstrapping.

Express the meaning of comer points in an ROC curve.

What is bias variance trade off
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Give the equation for soft margin classification and the constraints on it.                      3

Explain the concept of bagging

Write any 3 distance measures between data points.

PART 8

(Answer one full question from each module, each question carr.les 14 marks)

Module -I

11     a)    Express the concept of machine leaming.  Differentiate between various machine     14

learning paradigm?

12    a)     Determine the hypothesisspace Hand version space with respecttothe followingdata    4

D.

X 20 32 122 231 32 235 234 23 65 323

Page 1 of 3



AD00AMT30512220X

Y 0 0 1 I 0 I I 0 0 I

b)    Write in detail about model selection and generalization

c)    Write a note on the impact of noise in dataset on model creation.

Module -2

13     a)     Explain the lD3 algorithm. Also discuss about entropy and  information gain.              6

b      Calculate the information gain of attributes humidity and wind in the.Playtennis'     8

dataset given below

i)it.\         {}ul!€_t{.>k         tL»niperzituri'        hLlmic!ity       ````intl

[) I           jtl'':-?-+              hot

D=           +un;i-..             IIDt

D3         t}\`cr€as{      h(}i

D4        rli n              mj ]{i
[) 5         ra i ri               c{)o}
D6        rai n              cool
D7       o`trcast     cool
D8         suni]y           mild
i)9        s ii nn}..          cool
Dl{}      rain                m}ki
Dl]       sunny          mild
D12      ot'€reast      mild
PIS     ot`'efcast     hot
D14      rain               mild

high              weak
high                 >s{rong

i, i8h                w.eiik
high              weak
{i olii} a I             \fy.e L` k

frorm.1 I            StrL){}g

t} ormal           s{ I.(> ng

!}i gh                   \fo,e:lk

i} orma]           \tc.a 'irk
[`orm.1 I          weak
normal         strong
hi 8h               ,Strong
{} orHra}          wf ak
i, i8h               ,Siron8

Ilk,)!l`,trl,.`

14    a)    Explain the concept behind gradient descent method of optimization.

b)    Describe the subset selection methods for dimensionality reduction.

Module -3

15    a)    Define various performance metrics ofa machine leaming model

Cal.culate accuracy, recall and

Confusion Actual

Yes NoMatrix

Predict
Yes 50 30

No 20 180

precision from the following data.

c)     What  is cross validation  and  mention the  benefits of using cross validation  in  a    5

machine leaming model?
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16    a)     Explain the principle behind neural  networks.   Illustrate the weight optimization     14

procedure in a backpropagation network with an example.

Module -4

17    a)    Assume that the data follows univariate nonnal distribution with unknown mean     6

and known variance.

F:nd   the   Maximum   likelihood   for  the   parameter   meari.   given   the   data   are

independent and identically distributed.

b)    Find  the  maximum  a  posterior  estimate  for  the  parameter  mean  in  the  above     8

p;'-)blem.(Prior probability of.the  mean  itself is normal  dist:ibution with  mean  y

ar}.cd variance 42)

18    a)     State the mathematical formulation of the SVM problem

b)    How do you find a hyperplane for non-liriear data in SVM?

Module -5

19    a)    Write the algorithm for K-means clustering

b)    Consider lo points A1(2,5), A2(2,3), A3(4,5), A4(4,2),A5(6,5), A6(8,9), A7(2,1),    8

A8(4,3), A9( I ,6) and A 10(3,7).

Find  3  clusters  after 2  epochs  considering  Al,  A4  and A6  as the  initial  cluster

centres. Use Euclidean distance as the distance function.

20    a)    Describe Expectation Maximization algorithm for Gaussian mixture

***

a
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