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Deflne linear independence ofa set of vectors. Find if{(1,1,1,1)T, (-1,1,-1,1)T,                        3

(I,1,-1,-1 )T}  is linearly independent in vector space R4.

Show that the set V of all n x n matrices with trace zero is a subspace of  the vector    3

space of all n x n matrices .

What is norm on a vector space? Give an example.

Define orthogonal projection of a

vector.

Find the projection matrix p onto the line through the origin spanned by b = [1  2 2r

Find the Taylor Polynomial of degree 4 for I(x) = x4 at x=l .

Define the Jacobian of a vector valued function from Rm  to R'`

What  is  the  difference  between  discrete  and  continuous  random  variables?  Give  an    3

example.

State the sum rule and product rule for two random variables.

How change in step size will affect the gradient descent algorithm?

What is convex optimisation? Explain strong duality in convex optimisation.

PART 8
(Answer one full question from each module, each question carries 14 marks)

Module -1

11     a)     ForavectorsubspaceuER5, spanned bythevectors

X,=

1

2

H
-1

-1

find a basis and dimension.
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b)     Themapping ¢: R4 ijz3d€/„ed by ¢(,\',}J,s,J)=(i~-jJ+I+/,x+2s-f,|'+jJ+3s-3/).F!."d   7

Z/7c basis and dimension of the range and kernel of  ¢.

12     a)      Find the solution space ofx,+2x2-x3+2x4=O, 2x,+4X2+14X4=O,    -X,-2X2+4X3+13X4=0.    7

Consider a linear mapping ¢ : R3 i  RJ whose transformation matrix is A¢ =

respect to standard bases  8=

transfomiation matrix  with respect to new bases  8=

F].#d the  matrices  T and S.

. The fonnula  for

wJt/'

is  T-' A¢S.

Module -2

13      a)       Explain the steps only for Gram-Schmidt algorithm to orthogonalize the basis  {(I,-I,I),(I,0,1),(I,1,2)}.      7

Fz.#c7 the Cholesky factorisation : ,4 =

14a)
Diagonalise : A=

b)    Write a short note on SVD. What is  rank-1  approximation?

Module -3

15    a)     |ff(x„x:)=exir22,go=[;:ions,'],de##e h(t)=(fog)(/),w"fe down the formula for #  using  7

chain rule.

Explain back propagation algorithm.

Explain  Automatic Differentiation.

If £(x)-- x2+ex2+cos(x2+cX2),showthecomputation8raph.

Module -4
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17     a)     Discuss Gaussian distribution and  its properties.

b)    Defi`ne  covariance  matrix  of an  n-dimensional  random  variable  and  state  two  of its     7

properties.

18    a)     Define conjugate prior and state Baye's theorem. What is likelihood?                                         7

b)     Iff(x)=3x2,0<x<l is the pdfofrandom variable, find the p d fofY=X2.                             7

Module -5

19    a)     What is gradient descent algorithm? Explain gradient descent with momentum.                     7

b)     Wi-ite down only the steps to find the maximum and minimum values of the function          7

f (x,y,z) = x2 +y2 + z2subject to the constraints z2 = x2 +y2, x + }; -z + I = 0  using

Legrange multiplier method.

20     a)      Writedownthedual:Maximisez=i, +2J¥2,subjectto-x, +2x2<8,X]+2x2<12,X] -x2 S3,  X„x2 20.    7

b)    Differentiate   batch   gradient   descent   and   stochastic   gradient   descent.   Write   the    7

advantages and disadvantages of each of them .
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