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PART A

(Answer all questionq each question carries 3 marhs)

Briefly describe the concept on Model selection and Generalization.

Discuss any 4 examples of Machine learning Applications.

Compare Forward selection and Backward selection.

Discuss the issues involved in decision tree learning.

What are the different methods for measuring classifier performance.

With suitable equations explain any two types of activation functions used in

neural networks.

Describe the significance of kernel function in SVM. List any two kernel 3

functions.

Explain the general MLE method for estimating the parameters of a probability 3

distribution.

Describe boosting. What is the relation between Boosting and Ensemble 3

learning?

Explain steps involved in Expectation Maximization algorithm.

. PARTB

(Answer onefull qaestionfrom each module, each qaestion carries 14 morks)

Module -1

Differentiate between supervised and unsupervised learning. Explain with

suitable example.

Define VC dimension. How VC dimension is related with number of training 7

examples used for learning?
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12 a) Explain the concept of PAe learning. Derive an expression for PAC learning in l0
such a way that the selected function will have low generalized error.

b) Define the terms Hypothesis space and Version space. Illustrate with an 4

example.

Module -2

l3 a) Illustrate the idea of PCA for a two-dimensional data using suitable diagram. 14

14 a) Given allthe previous patients I've seen (below are their symptoms and 8

diagnosis.
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Do I believe that a patient with the following symptoms has the flu?

l" f[lh_ 11gr nose Is3str*_pry [ rru" I

t b) State ID3 algorithm, used for decision tree classification. 6

Module -3

l5 a) What are ROC space and ROC curve in machine learning? In ROC space which l0
point cor'responds to perfect prediction, always positive prediction and always

' negative prediction? Why? _* '
b) Briefly explain one way in which using TanH instead of sigmoid activations 4

makes optimization easier?

16 Assume that the neunons have the sigmoid activation function to perform 14

forward and backward pass on the network. And also assume that the actual

output of y is 0.5 and the Iearning rate is l'. Now perform the back propagation

using back propagation algorithm.
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Modure- 4
17 a) Comprte the maximum likelihood estimate for the parameter l, in the poisson g

distribution whose probability function is (x): f (r) - "-^!"'x!

b) Explain the general MLE method for estimating th€ parameters of a probability 6

distribution.

lE a) Describe the significance of soft margin hyper plane and optimal separating 14

hyper plane and explain how they are computed.

Module -5

19 a) Describe EM algorithm for Gaussian Mixtures. g

b) I lllustrate the strength an$ weakness ofthe K-means algorithm. 6

20 a) Use K-mwts clustering to cluster the following data into two groups. Assume l0
clust€r centroid ?re mtr2. and mz: 4. The distance function used is Euclidian

', dirtaa"" 12, 4, 10,12,3,20,30,1 1,25l".

b), writr a note on similarity measur€s used in unsupervised learning. 4
!
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