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PART A
Answer any twofull questions, each carries 15 morks. Marks

I a) Prove that H(Y) > H(YDQ, where H(Y) is the marginal entropy and H(YD() is the (6)

conditional entopy.

b) An event has six possible outcomes with the probabilities pl: ll2, p2: ll4, p3 : (5)

ll8,p4: lll6,p5: ll32,p6:1132. Find the entropy of the system. Also, find the

rate of information if there are 16 outcomes per second

c) State Shannon's noiseless coding theorem. (4)

2 a) Consider a DMS with 7 symbols, Sr, Sz, ..., Sz with corresponding probabilities (8)

0.37,0.33,0.16, 0.07, 0.04, 0.02 and 0.01. Construct the binary Huffrnan code

and determine the effrciency and redundancy of the code.

b) State and prove Kraft's inequality for instantaneous code. (7)

3 a) A binary channel has the following noise characteristics. (10)

' rlyD< ) :l:/,3- 14:1-^, LU3 zl3l

. Let the input symbols xr and xz be transmitted with probabilities 314 and ll4

respectively. Calculate the mutual information, channel capacity, and efficiency

of the channel. ;
b) Define mutual information and give any three properties of mutual information. (5)

PART B
Answer any twofull questions, each carries 15 marks.

4 a) An analog signal has a bandwidth of 4 kHz. The signal is sampled at2.5 times the (10)

Nyquist rate and each sample quantized into 256 equally likely levels. Assume

that successive samples are statistically independent.

i. Can the output'of this source be transmitted without erors over a Gaussian
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channel of bandwidth 50 kHz and SA.l ratio of 20 dB.

ii. If the output of this source is to be transmitted without enors over an analog

channel of SAI ratio l0dB, compute the bandwidth requirement of the

channel.

(s)b) List any 3 properties of a group. Give2 examples.

5 a) The parity bits of a (8, 4) linear systematic block code are generated by (8)

c5 : dl+d2+d4

c6: dl+d2+d3

c7: d1+d3+d4

c8: d2+d3+d4

(+ sign denotes modulo-2 addition)

where dl, d2, d3 and d4 arc message bits and c5, c6, c7 and c8 are parity bits.

Find generator matrix G and parity check matrix H for this code. Draw the

encoder circuit.

b) Derive the capacity of the Gaussian channel with infinite bandwidth. (7)

6 a) The parity check matrix of (7,4) linear block code is given as (10)

1r0010111H:lo 1 o 1 1 1 ol.
lo o1o 111J

i. Find the minimum distance of the code.

ii. Determine the number of errors this code can detect and correct.

I iii. Suppose that the received codeword, r : (1001001). Determine whether the

received codeword is in error? If so. obtain the correct codeword.

b) Derive Shannon's Limit (5)

PART C t

Answer any twofutl question{each carries 20 marks.
7 a) Consider the (7,4) cyclic code generated by g(x) : | + * + .t'. Draw the (10)

systematic cyclic encoder circuit and explain the computation of the code word in

systematic form corresponding to the message a: l0l l.
b) Draw"the code tree for a (2, l, 2) convolutional encoder with the feedback (10)

polynomials as gtt)6;; :l+X+X2 and ge)(X) : 1+X2.

8 a) Draw the syndrome computation circuit for a (7,4) cyclic code with g(x) : I + x (5)

+t'.
b) Given a (2,1,2) convolutional encoder with the feedback polynomials as g(t\X) (10) '
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:1 lx+X2*d da(E: l+X2. Draw a Trellis and find the ouptrt seqlce for

the inps sequ€lrce [l 0 f 0 U.

c) ExplainftefeaturesofBcHcodi (5)

9 a) Draw a (3,2'1) convoh*inEl enco&r wift impulse rcspons€s grven a gr(l) = (10)

[1,U, g1@): [0,1], gr€): [l,l], gz(t) = [0,U, g2Q): [1,0], gz(3): [1,0]. Fhd tre
o$put for input ryr-* u (r)= (101) and u (D: (l l0).

. 
_ 
b) Cffii& the gwr*or po$'nomial g(X) : l+ X3+ >fa+ X5+ )f of a s:dic codc (10)

with l€ryft 15. ffiain trc Gquival€nt gdtor matix ard parity cH mix of
this codc' 
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