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PART A

Answer all qaestions. Each question carries 5 marks

Let xy xz, . .. , x' be a random sample from a population with probability (5)

density function f@v il -! ro-il/o,0 I x 1 l, 0 < 0 < a.Find the

maximum likelihood estimate (MLE) for 0.

The vectorized feature representation of an object, x = 12, 4, l, 3l is given to a (5)

3-layer neural network with one output layer and two hidden layers each

having 3 neurons. Assume all inter-connection weights and bias having value

l. Use activation function/(x/ = 2x at hidden layers and ReLu at output layer.

Draw schematic diagram of the network and compute the output for one round

of forward propagation. (ReLu: f(x) : mac(O,x))
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Given the following distance matrix, construct the dendrogram using

agglomerative clustering using complete linkage. (Hint: Complete linkage

chooses the mmimum distance when clusters are combined.)

What is meant by kernel trick in the context of support vector machines?

Show that the kernel function K(i,f) = (i.j)zis equivalent to QG)TfOD,

where Q(4 = zl + zl + tl-Zzrzt, where each vector is represented in 2

dimensicins.

1-?*,r-9

teiiffC

cl2 2 0

Page lof4

(5)



221TCS100022303

5 a) Consider a classifier trained using images of dogs and cats. Test set (2)

(Xt"rt,Yt"rt) ip such thafthe first m1 images are of dogs, and the remaining

images are of cats. After shuffling the test set, the model is evaluated'and

obtain a classification accuracy of ar%o. Without shuffling the test set the

model is again evaluated and obtain a classification accuracy of a2%o .

What is the relationship between a1 and a, ? Explain.

b) Suppose two classifiers are trained to predict the probability of having (3)

cancer. First classifier attains 100% accuracy on the training set and 75%o

. accuracy on test set. Second classifier attains 75To accuracy on the

training set and 807o accuracy on test set. Which classifier you prefer?

Justify

PART B

Answer any 5 questions. Each question carries 7 marks

6 Predict the salary of a person having 5.5 years of experience using regression (7)

model generated from the following dat4 where salary is a function of
experience.

Exoericnce {Years) Salary (Ihousand)
I 45
1 50
3 60
4 75
5 95
6 120
7 150

7 Explain the principle of the gradient descent algorithm. How does choosing a (7)

learning rate close to zero and choosing a learning rate close to one affect the

performance of the Gradient Descent algorithm?

8 The following table consists of training data from an employee database. Let (7)

"status" be the class label attribute. For a given row entry, "count" represents the
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number of data tuples having the values for department, status, age range, and salary

range given in that row. Gived a data fuple having the values "sales", .,31 ...35"
and "46...50k" for the attributes department, age range, and salary range

respectively. Predict the status for the tuple using Naive Bayes classifier.

Department Status Age Range Salery Ranse Count

hchase Secio( 46_._..50 36k"....10k 4

ftrcbase hnfo]r t6....3S 26h-...301c t0
Systems hnior 2l _ . .._?5 46k....50k 20

Systems Setio{ 31._..35 66k"...?0k

Systeos hnior 26..._30 +6k".--501c 3

Svstems S€oisr 41-."._45 56k..._70k J

ldaftetins Seobr 36_..,.40 ,16k.-..50k l0
ttd.aketing Jukx 3l ....35 4lk-...45k +

Sales S€do( 31_...35 +6k....50k 30

Sales hrior 26-_.,30 26k....30k 40

Sabs Iullr 31....35 3Ik...--35k 40

Consider the folloiving data points:

Al(3, 9), A2(3,4), A3(9,4), A4(6,9), A5(g, 5), A6(7,4), A7(3,2).

Identifu the cluster centers by applying the k-means algorithm, with k: 2.

Initially assign Al and A,4 as the clusters center respectively.

The distance function between two points a: (xl, yl) and b: (x2, y2) is
defined as D(a, b) : lx2 - xll + ly2-yll

l0 Shown below is the Bayesian network tfrrresponding to the wet grass

problem, P(J I R) P(c I R) P(R I w, c) p(w) p(c). The probability tables

show the probability that variable is True ( p(M) means p(M : T) ). calculate

the joint probability of having wet grass, given it has not rained and it is
windy and not cloudy.

(7)

I

(7)
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I I Given the following datq construct the Receiver Operator Charrcteristic

(ROC) curve of the data. Compute the AUC.

12 Identiff and explain any three model combination approach to improve the (7)

accuracy of a classifier.

(7)
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Thrcshold TP TN F" Flr
t 0 5 0 5
az I 5 0 4
3 I 4 I 4
4 3 4 I )
5 3 3 j )
6 4 3 2 I
7 4 2 3 I
8 4 I 4 I
9 5 0 5 0
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