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I a) A continuous signal is bandlimited to l0 kHz. The signal is quantized in g levels

of a PCM system with probabilities 0.25, 0.2,0.2,0.1, 0.1, 0.05, 0.05, and 0.05.

Calculate the entropy and the rate of information.

b) Prove that mutual information is always non-negative.

c) Consider a channel with a transition matrix.

P(YIY -12/3 1131'- [r/s zfi]
Identifo the type of channel and draw the channel diagram.

2 a) Determine the different entropies H(x), H(y), H(x, y), H(xly), and H(ylX) for (10)

the Joint Probability Matrix given below. Also, verifr the relationship between

different entropies.

t0.3 0.05 0 1- r^ o.zs o I' P(x, r) = | ; o.ls o.os I
I o o.os o.rsj

b) write the positive and'negative statements of Shannon's channelcoding

theorem.

(5)

3a) consider a set of message symbols s : {sl, s2, s5}4, s5} with probabilities p =

{0.25,0.25,0.2,0.15, 0.15}. construct a binary code using the shannon-Fano

coding procedure and determine the code efTiciency.

Derive the capacity of binary erasure channel with the help of channel diagram.

For a DMS source with 2 symbols, if one of the symbol probabilities is c, then

determine the entropy of the source. AIso plot the entropy graph for different

values of cr.
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r PARTB

4 a) Given "" ^#;ll';::"::#" ̂' 
:::";:^:::^"f:;j#:J::-er spec'frar (6)

density No/2 :10-e wlHz. The signal power required at the receiver is 0'l mw'

Calculate the capacity of this channel'

b) For a systematic linear block code whose generator matrix is given below' (9)

[100011]G:lo I o 1 o 1l
[o o r 71oJ

' Find the error detecting and correcting capabilities of the code' Also draw the

,. sYndrome comPutation circuit'

5 a) Derive the expression for differential entropy of a Gaussian distributed random (8)

variable with zero mean and variance o2'

b) For a system atic (7,4) linear block code, the sub-matrix P is given by Q)

11 1 1. 1
llP:11 1^ 9lHtll

Find the generator and parity check matrix of the code' Determine the code

vectorscorrespondingtothemessagevectorst00l0]and[1010].

6 a) Consider the following generator matrix over GF(2) for a linear block code' (8)

t101 00.|
' 6=11 0 o 1 1l

[o1o 1oJ

' * PARTC

Answer any twofall qu*ions, each carries 20 marks'

7 a) Consider a convolution encoder, given rate l/3, constraint lenglh L = 3' Given (8)

g(r) = (l 0 0), g(2t : (l 0 l), g(3) : (l I l). Obtain the codeword sequence

corresponding to the information sequence (l l00l)'

b) Explain the construction of generator matrix and parity check maffix of (7)

systematic and non-systematic Hamming code with the help of an example'

c) What are the features of Reed-Solomon codes? (5)

g a) Draw a (2,1,2)convolutional encoder with the feedback polynomials as g(r)1p;: (10)
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. l+D+d and d2)@)'= l+d. Find the codeword polynomial correspording to tlre

information s€quense, u(D) rl+ D3 + il. Also draw the state diagram for ttrc

given convolutional encoder.

b) Draw syndrome circuit for a (7,4) cyclic code generated by g(x) : l * r + t'. If (10)

the rcceived vector r is [00101l0], what is the syndrome of r? Explain thc circuit

with a table showing the contents of thc syrdrome rcgister.

. g a) Explain the Viterbi algorithm for dccoding of convolutional codes. (10)

b) Genase the codewords corresponding to message vector (1010) and (l100) in (10)

systcantic and non-systematic form, for a (7,4) cyclic code with g(x) = I + x +

'f ' 
f !r**
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