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PART A
Answer all questions. Each question carries 5 marks Marks

I Suppose that the lifetime of an electrical device is modelled by an exponential (5)

distribution with (unknown) parameter )v. We test 5 devices and find they have

lifetimes of 10, 8,7,g,and 4 years, respectively. What is the MLE for i',? The

probability mass function of exponential distribution f(x): ),e- iux'

2 Given training set includes four features, Age, Income, Student, Credit-rate and (5)

the class label is Buys_computer. Apply Naive Bayes algorithm and estimate the

value for Buys_Computer for the test dataset (Age: youth, Income: high,

Student: yes, Credit_rate: excellent)

Age lBCSre Shrdeni fir€dit rsle Eu5,s_comBuler

rnediurn hiqh Flo falr ysE

mediu[Tl Lsr# \ke Excelhnt Yes

S€TIISf megrurn !1S Ercellent no

medisrn higtr Yee fair yE*

rnedism rnedisn'l $o Excelbnt yes

8€{lf.cf meiliurn YEs fair yss

E€fltsr Is{r, \EE Elffielbflt no

you!h medlsrn tI0 fair n0

Apply the DBSCAN algorithm on , ._;
. (5)
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where minimum point : 3 and epsilon = 1.5.
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4 What is meant by kernel trick in the context of support vector machines? Show (5)

that the kernel fundion K(i,i) = (i.j)zis equivalent to Q(i)r.@(l), where

QQ) = zl + zj I tfi422, where each vector is represented in2 dimensions.

5 Find the Jaccard coefficient of the following data set. Hint: JC: j#;i (5)

Object Spherical Sweet Sour Crunchy

Apple Yes Yes Yes Yes

Banana No Yes No No

PART B
Answer any 5 questions. Each question corries 7 marks

6 The details about technicians' experience in a company (in several years) and (7)

their performance rating are in the table below. Using least square linear

regression , estimate the performance rating for a technician with 30 years of

experience.

Expcrience of
Technician (in Yearrl Perfqmance Ratinq

Itr B7

TB 88

t8 ss
4 64

3 75
t? ss

s3

7 Implement AND function with bipolar input and target using perceptron. (7)

8 Clusteithe follbwing eight points (with (x, y) representing locations) into three (7)

clusters using K means algorithm : Al(5, 8), A2(2,10), 43(6, 4), A4(7,8), A5(5,

7), 46(8,3), A7(1, 2), A8(4,9). CaT8ulate using Manhattan distance. Show only

the first 2 iterations.

9 Suppose we are given the following positively labelled data point and negatively (7)

- labelled data points. Show that this is not linearly separable.
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l0 Given a confusion matrix

TRUEIAEEL

FCISiTTVE MEGAffi'E

FOStTtVE 55 s

}IEGA'TITI|E 10 3{t

Find a)Accuracy

b)Precision

c)Recall

d;rt scoreo

e)False positive rate

I I How does the splitting attribute affect tht orrcome of a decision fee? Explain tZl
how the splitting attribute of the given dataset can be determined using any one

ofthe methods you have learned.

(7)
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O is a nonlinear mapping

e,(;; ):{
Find the support vectors.
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Instance no. Class label tr1 12

lITT
2ITT
3OTF
4IFF
5OFT
6 O F-T

12 Assuming that there is three clusters and clusters have the following data points': (7)

Cluster I ={{ 1,0},{1'l }}
Cluster 2 ={{l ,2\ ,{2,3\ ,{2,2\ ,{l '2\t '

Cluster 3 ={ {3,1 },{3,3},{2,1 } }

Find the Silhouette Coeffrcient of the first data point in Cluster l' What can you

comment about the cohesion and separation of this data point as evident from

the Silhouette coefficie nt? Hint: The silhouette Cofficient for a sample is (b-

a)/ma'r(a,b),whereaisthe(Nerageintra.clusterdistanceandbisthedistance

between a sample and the nearest cluster'
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