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PART A

Answer oll questions, each carries 3 marks.

I A source transmits two independent messages with probabilities p and (l-p)

respectively. Prove that the entropy is maximum when both the messages are

equally likely and plot the graph for Entropy H.

2 Define (3)

i. Entropy

ii. Information rate

3 State Shannon's second theorem on channel capacity. Give the Positive and (3)

Negative statements.

Illustrate channel diagram for a Discrete memoryless channel with an example. (3)

Differentiate (3)

i. Systematic and non-systematic codes

ii. Linear and non-linear codes

6 For a(7,4) linear block cdde, the Parity Check matrix is (3)

Obtain the Generator matrix

The generator polynomial of a (15,7)Cycdcode is,

G{p}:p8+p7+p6+p4+L
Find the code vector in Systematic form for the message vector I l0l100

Explain the various parameters of RS codes?

Draw the encoder circuit of a (2, l, 3) convolutional encoder, if the generator

sequences are g(l):11 0 0 l) and g(z): (l 1 0 l) respectively.

Explain the concept of Tanner graph in LDPC Code?
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Answer onefull questionfrom each module, eoch carries 14 marks.
n Module r

I I a) A discrete source emits one of six symbols once in every milliseconds. Tire (7)

source probabilitier u." ] ,i ,; ,*,f ancl f .rino the source entropy and

Information rate.

b) State and prove Kraft's inequality. (7)

OR

12 a) A DMS has 6 codes with probabilities as p(xr):0.25, p(xz):0.3, p(x3):0.12, (7)

p(x+){.2, p(xsF0.08 and p(xo)=0.05.Obtain the Huffinan codes and find the

code efficiency and redundancy.

,i b) Calculate the information rate of a telegraphy system which uses a dash and dot (7)

as symbols. Assume that the dash is twice as long as dot and half as probable.

The data last for 0.2 milliseconds and the same interval exists for the pause

between the symbols.

Module II
a) For the bhannel matrix given below, find H(X), H(Y) and H(X,Y). Assume all (7)

input symbols are equally likely.

1o ?t
636
o1102Z
0 0::
1101
442

: .-.-J'

:. b) Explain the relation between differential entropy and entropy.

OR
"rO a) Given an AWGN channel with 5 K Hz bdritwidth and the noise power spectral (7)

density r1l2:10-s WlHz. The signal power required at the receiver is 0.2 mW.

Calculate the capacity of this channel.

b) Derive the capacity of a Binary Symmetric Channel.

Module III
' i 15 a) For a systematic linear block code, the three parity check bits, c+, cs and c6 are (7)

given by:

P(Y /x) -

(7)

(7)
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c*'= dr.S dz(t- ds

c5: d1$d2

ce : drt* dg

i. ConstructtheGener$€fta$x

ii. Decode the receivd code word lOt rcO.

b) For a (7,4) linar block d, fuG€nssor matrix is

[1000111G-10 1 o 1 0 1l
[oo111oJ

i. Fidalf{Eoercrrds.

ii. Cmment on fu eror &teion and conrection capability.

iii. Drfiv Sp encoder circuit

a) Writ€n&son

i. Rfr€s

;i. Fi$ie fields.

b) The Parity check matrix of a (7,4) linear blmk code is given as

t10111001s:lr r o 1 o 1 ol
10,1 1 1.-0 0 1l

Consurpt the c& wslds ad $row that this is a flammfuig code.

a) Tg6e-*6 F*yfFbt afa (?,4) Cplic code is G(p) : f + p + 1. Fkd th€

oode rffir:s cdrr€spqdiry to t*rc messege vectors l0l I ard I l0l in Nsr-
Syffiieftrm.

b) Srv* rcfocir*tfu a fl,,alC5rclic co& witr c{p) = p3 +p+ l ard

obtain rk codeq/ord fqdrc m€ssagp seqmrce l@1.

'm.
tB a) Offii dc generatcr rn#tx of a {7,4) Cyqlic code for th genemto* polywnial (7)

(7)

t6 (7)

{D

t

I

i
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G(p): p' + p'* 1 in Non-systematic form and using that find the codeword

for the m'issage vector I 100 and I I I l.
For a (7,4) Cyclic code, the received vector Y is lll0l0l and the generator

polynomial is p'+p+I. Draw the syndrome calculation circuit and correct the

single error in the received vector.

Module V

For a Convolutional encoder, the generator sequences are given as,

g(r)= (1,1,0) and g(2): (1,0,1).Obtain the

a. Code Tree for the message sequence 101 I

b. State diagram

Explain the Message-passing decoding scheme for LDPC codes.

OR

For a Convolutional encoder, the generator sequences are given as,

g(r): (1,0,1) and g(z): (0,1,1).

a. Draw the encoder circuit.

b. Output sequence fora message sequence l0l I using Time domain

apprbach.

For the convolutional encoder shown in figure , decode the sequence ,

Y: I I 0l I I 00 0l l0 using Viterbi algorithm.

tdessage

irput

(7)

(7)

,I

19 a)

b)

20 a)

(7)b)
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