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PART-A

Answer all questions (6x3=1g marks)

1. What are the advantages of Raspberry pi over Arduino?

2. Explain the concept of sampling and quantization?

Q. write short note on different morphological operations on images.

4. List three difference between machine rearning and deep learning.

5. Give short note on bidirectional RNN.

6. Write short note on Restricted Boltzmanh Machines.
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PART- B

Answer all questions (6x7= 421

7' a) With a neat diagram explain how sensors and actuators interact with physical world. point out
the different issues while parsing, exporting and processing the communication details.

OR

b) Design an loT system build with smart objects and explain its working. List out the limitations of
smart objects in Wireless sensor networks.
t

8' a) Define 4-adjacenry, 8-adjacency and m-adjacency between pixels in an image. Check whether
the underlined pixels given in the flgure are 4-adjacent, 8-adjacent and m-adjacent.
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b) For the image given below, apply histogram equalization to achieve image enhancement
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' 9. a) For the image given below, apply Sobel filter both in X and Y direction and find'the resultant

imdge. Also, find the magnitude and angle of gradient at two underlined pixel positions.
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OR

b) Explain Butterworth and Gaussian high-pass filters. Explain three applications of high-pass filters
in the frequency domain.

10. a) Consider two CNNs, one with 20 layers and other with 56 layers. In both networks, the error got

r decreased as the number of iteration increases. But it is also noted that the training error of CNN with 20

fayers is approximately 1.2% and that of network with 56 layers is approximately 5%. What is the reason

behind it? Explain it. Also suggest measures to overcome the situation.

OR

b) While developing a neural model, how can we avoid local minima? Give an outline of various
optimization algorithms used in deep lear"ning?

11. a) Explain in detail about back propagation through time in recurrent neural network training
technique.

OR

b) Given a year and a month, illustrate how LSTM can be used to predict the number of international

airline passengers in units of 1,000. The data set ranges from January 1949 to December 1960 (12

years) with 144 observations and is available in the following format in a file.
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