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selection procedure under dimensionality reduction'

4Expresstheconfusionmatrixtablefortwoclassdatasets.(4)
5 calculate the Gini index of the given number of class label with bird=2' fish=2 (4)

and rePtile:I.

6 Describe anY four

Networks.

7 Explain the baiic problems of Hidden Markov Models'

8whatisthepurposeofKernelfunctionsusedinSupportVectorMachines?
gDistinguishbetweenK.meansClusteringandHierarchicalClustering

technique.

l0 Write anY four commonlY

data Points of numeric data

PART B

Answer any two futt questions' each carries 9 murks'

Distinguishbetweenclassificationandregressionwithexample.

List any four applications of machine learning'

What is Probably Approximately Correct (PAC) Learning?

I'ustrate the concept of vapnik-chervonenkis (vc) dimension.

Explain the procedure for performing a Principal Component Analysis

on a given data set.

PART A

Answer all questions' each carries 4 matks'

Define supervised learning and unsupervised learning with example'

Differentiate between overfitting and underfitting with suitable diagrams'

Writedowntheforwardselectionalgorithmforimplementingthe

ffpes of activation functions used in Artificial Neural (4)

used equations for measures of distance between (4)

in Hierarchical Clustering'
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b) What is reinforcement learning in machine learning and list any two (4)

applications?

PART C

Answer ony two full questions, each carries 9 marks.

14 Show the first splitting attribute for decision tree by using ID3 algorithm with (9)

the following data set.

Day_No. View Temperature Moisture Breeze Play Cricket

I Bright Hot High Weak NO

2 Bright Hot High Strong NO

J Cloudy Hot High Weak YES

4 Rain Mild High Weak YES

5 Rain Cool Normal Weak YES

6 Rain Cool Normal Strong NO

7 Cloudy Cool Normal Strong YES

8 Bright Mild High Weak NO

9 Bright Cool Normal Weak YES

l0 Rain Mild Normal Weak YES

1l Bright Mild Normal Strong YES

t2 Cloudy Mild High Strong YES

t3- Cloudy Hot Normal Weak YES

l4 Rain Mild High Strong NO

t 15 a; Illustrate NaiVe Bayes algorithm for the dataset having n features. (5)

b) Explain the Receiver Operating Characteristics (ROC) Space in machine (4)

learning.

l6 a) Describe various types of regression models based on type of functions. (4)

b) Explain the issues involved in decision tree learning. (5)

PART D
Answer any two full questions, each carries 12 marks.

17 a) Describe the features of soft margin hyperplane and explain how it is (6)

computed.

b) Explain the bagging and boosting methods used in learning algorithms. (6)

18 a) Write the algorithm for DIANA (DlvisiveAltAlysis) of hierarchical clustering (6)

technique.
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19 a)

b)

TffiIrZffiT

Illustrate the algorithrn for K-means clustcring of unsupervised lesning. wriE
tlre disadvantages ard rySicatims of,K-lrreans cltstering.

Dernurshate an algmithm to ftd the svM elassifier ard kribe &e
mfunatical formulafiisn of dre S\ll!{ problem.

ca*rlct the den&ogrrn using corryrete Linkage Mdrod for *€ givgr ds
poiffi.

{6)

t6)

(6)
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a b c d e

a 0

b I 0

c 2 6 0

d 5 4 8 ,o
e l0 9 I 7 0
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