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PART A
Answer oll questions, each canies 4 marks.

I Identis the suitable learning method in each case and Exprain it.
(a) Grouping people in a social network

(b)Training a robotic arm

2 Explain the concept of overFrtting and Underfiuing model with suitable
diagrams.

3 Define vc dimension. showthat vc dimension of a line hypothesis is three.
4 Compare Gain ratio with Information gain for attibute selection. Explain the

advantage of using Gain ratio over Information gain for finding best split for
constructing a decision tree.

compute the Maximum Likerihood estimate for the parameter .r. in the
Poisson distribution whose probability function is

e-7 1,f(x) = x = 0,1,2...n

why does a single perceptron cannot simulate simple XoR function ? Explain
how this limitation is overcome?

Describe any two techniques used for Ensemble Learning.
Explain.Kernel Trick in the context of support vector machine. List anv two
kernel function used in SVM.

Describe the basic concepts of Expectation Maximization Algorithm.
calculate the dissimilarity between two data points xre,3,4) andx2(4,3,5)
using

(a) Euclidian distance (b) Manhattran Distance
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PART B
Answer any twofutt questions, each carries 9 mnrks.

I I a) Is regression a supervised learning technique? Justiff your answer. compare (5)
regression with classification with examples.
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b)Explain(a)Hypothesisspace(b)Versionspace(c)MostGeneralhypothesis(d)(4)

Mostspecifichypothesisinthecontextofaclassificationproblem.

|2a)ExplaintheconceptofPAClearning.DeriveanexpressionforPAClearning(5)
insuchawaythattheselectedfunctionwillhavelowgeneralizederror.

b)BrieflyExplaintheprocedureforthecomputationoftheprincipalcomponents(a)
of a given data"

13 a) Describe il:'ror*ura selection and backrvard selection algorithm for (6)

implementingthesubsetselectionprocedurefordimensionalrtyreduction

b)Explaintheconcept.ofassociationruleanalysiswithitsapplication(3)

PART C

Answer any twofutl qu""ioo" each carries 9 mntks'

a) The followirg#ffffJ*'r;:;ir"t- andfinal exam grades obtained for (6)

14
students in a database course'

(i)Usethemethodofleastsquarestofindanequationforthe
predictionofastudent,sfinalexamgradebasedonthestudent's

midterm grade in the course'

(il)Predictthefinalexamgradeofastudentwhoreceivedan86onthe

midterm exam'

b)ExplainBootstrappingmethodforevaluatingaccuracyofaclassifier.(3)

15IdentifythefirstsplittingattributefordecisiontreebyusinglD3algorithmwith(9)
the following dataset'
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16 a) Explain back propagation algorithm for a multilayer Perceptron.

b) Explain the concept of Reduced Errorpruning
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PART D
Answer any twofull questions, each cafiies 12 marks.

a) Explain Learning problem in Hidden Markov model and how it can be solved. (6)

b) Describe the significance of soft margin hyperplane and explain how they are (6)

computed.

a) Find the three clusters after one epoch for the following eight examples using (6)

the k-means algorithm and Euclidean distance

41:(2,10), M:(2,5), A3<8,4), 44:(5,8), A5:(7,5), A6:(6,4), A7<1,2),

48=(4,9). Suppose that the initial seeds (centers of each cluster) are Al, 44 and

1^7.

b) Show the final result of hierarchical clustering with single link by drawing a (6)

dendrogram.
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Explain DBSCAN algorithm for densrty based clustering. List out its (6)
advantages compared to K-means.
State the mathematical formulation of the SVM problem. Give an outline of the (6)
method for solving the problem.
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