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Answer all six questions.

Modules 1 to 6: Part !a'of each question is compulsory and answer either
part'bt or part tc' of each question.

Q.no.

l.a

Module 1

Determine the Maximum-Likelihood decision rule associated with the

following rnessages.
tnZ

m1: p(z/m) = h"*p!-r)
lz2

mzi p@/mz)- #*"*PC-)
Answet b or c

State and explain MAP Decision criterion.

Detetmine the decision rule associated with the following conditional

probabilities:
. (e-'forz>0

m1: p(z/rn) = to oilvewise

mzi p(z/nz) = [:;-'I:#r;r:,
with P{mr} = 0.5, P{dz lmr}= 0.1 using

(1) Neyman-Pearson critedon
(2) Probability of eror criterion.
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Q.no.

2.a

'b

Q;no.

3.a

b

' Module 2

Sate and explain MIN-MAX Criterion.

Answer b or c
Determine the Baye's decision rule associated with the following
conditional probabilities :

-1m1: P(z/m) = !s-lzl

m2i p(z/rtz) e-2lzl
The costs are given by Crr= Cn=O;Cn=7 ;Czt=2 and P{mz}=0.75.

Explain BAYES RISK criterion with example.

.. Module 3

Write a short note on Integrating optimum receiver.

Answet b ot c

Marks

6

If the observation is formed by adding an independent zero-mean, unit-
variance Gaussian random variable to each component of the signal

vector i z = s * n, whete n and s are I-dimensional vectors and

"=[l -'."=[:l

Obain an optimum decision for this ptoblem. Find the expression for
sufficient statistic l(z) and the decision region.

With neat block diagnm, explain matched filter receiver.

Q.no. Module 4

4.a Sate and explain Baye's estimation cdterion.

Answer b or c
b Obain an expression for linear minimum variance estimator i7yyfo,

the two dimensional observation of a scalat parameter given by

z=lLl s +fL]l-11- lnrj
where the satistical parameters are Fe=0;Ve=Y t ltn=O iVn==qz1 .
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c Briefly explain linear mean squares method.

Q.no. Module 5

5.a E*pl"in maximum likelihood estimation. 4
Answerb orc

b Develop a lineat unbiased minimum effor variance algorithm for state 8
estimation for the given vector equation

x(k+l) = 0G+1) xft)+f G.)*G)
wft) is the input noise and zero mean white noise process with co-
variance cov {*G),*0) } =7- (k)Sr G-D

c Show that for any unbiased estimator of a scalar 0, the conditional I
variance is bounded 

ilrru / or>-(tE d / 00 (rn p(z / 0) \nz)-r
Define an efficient- estimate. Prove that the maximum likelihood
estimate for the pa?meter 0 from the set of observations

Zi=O*ni i=7],3,....1
n's are identically distributed Gaussian random vatiable with zero rnean
and o2 variance.

Q.no. Module 6 Marks
6.a lThat is concept of sufficient satistics? 4

Answer b ot c
b Briefly explain minimum vadance unbiased estimation. 8
c lU7dte short note on sensitivity and enor analysis. 8


