29691

Computer Science & Engineering

CS 09 L24 - COMPUTER BASED NUMERICAL METHODS

Time : Three Hours . Maximum : 70 Marks
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PART A
(Answer ALL questions: 5 x 2 marks = 10 marks)

What is inherent error?
Define the rate of convergence of an iterative method.
What is the difference between Stirling and Bessel interpolation?
What is weight function as used in numerical integration?
Define a cubic spline.
PARTB

(Answer any four questions: 4 x 5 = 20 marks)
Explain the Newton Raphson method.
-Deiermine the approprate step size to use in the construction of a table of fx) = (1+x)°
on [0,1]. The truncation error for linear interpolation is 1o be bounded by 5x107

What is the relation between Bessel's and Everett's formulae?

Explain the trapezoidal rule for numerical integration.

10. Explain the method of least squares as a curve fitting procedure.

I'l. Explain the use of frequency chart.

PARTC

{Answer section (a) or section (b) of each question: 4 x 10 = 40 marks)

12. (a) Discuss the propagation of error for the following:

1) The sum of three numbers

p+g+r={§+£ﬂ%{§+ng4F+fj

i) The quotient of three numbers
p pt+E,
q 4qTE,

1ii) The product of three numbers



13.

pgr = (E-I— £, X5+8 XF+£r)
Where. p,q,r are the true values, 7,7,7are the approximate values with
ErTors 39,89,8 respectively
. OR
(b) Perform tV‘;'O iterations with tl;c Muller method for the equation logx— x+3=0with

X = Y% = 2,x3=1

(a) For the following data, calculate the differences and ohtair'l the forward and backward
difference polynomials. Interpolate at x=0.25 and x=0.35
x 01 02 03 04- 05

f(x) 140 156 176 200 228
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OR
(b) Dcducc the equanon for I..agrangc s uﬂsrpu]auou

) =37+ 47 (x,)- f(xz) »

(a) For the method [ (xo 2h m(é’) where

e ST using the critetia

it) IREHTE! = minirpum -
Where RE is the tound off error and TE is the truncation error.
WP gk |
(b) Derive the re}atmns t'or Slmpson s 1)'3 m}& Fmd the error associated with this
method. :

) . ' 2 - o 3 7
(a) Obtain the best lower degree approximation to the cubic X+ 2x e
(b) How can we use the method of least squares to estimate the regression coefficients in

multiple regression?



